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Abstract. Kosta Došen argued in his papers Inferential Semantics ([7])
and On the Paths of Categories ([8]) that the propositions-as-types par-
adigm is less suited for general proof theory because – unlike proof
theory based on category theory – it emphasizes categorical proofs over
hypothetical inferences. One specific instance of this, Došen points out,
is that the Curry-Howard isomorphism makes the associativity of de-
duction composition invisible. We will show that this is not necessarily
the case.
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1. Introduction and Motivation

Kosta Došen argued in his papers Inferential Semantics ([7]) and On the
Paths of Categories ([8]) that the propositions-as-types paradigm (see, e.g.,
[32]) based on the Curry-Howard isomorphism is less suited for general proof
theory because – unlike proof theory based on category theory – it makes
prominent categorical proofs over hypothetical inferences. One specific in-
stance of this, Došen points out, is that the Curry-Howard isomorphism
makes the associativity of deduction composition invisible. This is surpris-
ing, because both approaches are known to be equivalent (see [14], [15]). We
will examine Došen’s claims and argue that approaches based on the Curry-
Howard isomorphism do not necessarily favor proofs over inferences and that
the associativity of deduction composition does not need to become hidden.

This paper is structured as follows: first, we will briefly introduce notions
relevant to our investigation (Section 2), then we will examine Došen’s main
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argument and offer a counterproposal on how to deal with the composition
of deductions within the propositions-as-types paradigm while keeping the
associativity visible (Section 3).

2. Preliminary Notes

We start with a short overview of the key vocabulary of this paper:
General proof theory. An approach to proof theory proposed by [26]

that views proofs themselves as the primary object of study. Proofs are no
longer seen as just a formal device for studying logical consequence but as a
subject matter worthy of its own philosophical investigation. See also [13].

Propositions-as-types paradigm. A family of approaches based on the
Brouwer-Heyting-Kolmogorov (BHK) interpretation of logical connectives
and on the identification of propositions and types, also known as the Curry-
Howard isomorphism or correspondence, initially observed by [4] and [10].1

In its simplest form, it refers to the correspondence between the implica-
tional fragment of intuitionistic natural deduction and typed λ-calculus: rule
of assumption, implication introduction (deduction theorem), and implica-
tion elimination (modus ponens) on the logical side become, respectively,
free variable, abstraction, and application on the functional (computational)
side. Propositions are considered collections (types) of their proofs, prov-
ing a proposition then becomes equivalent to constructing an object of a
certain type, and simplification of proofs corresponds to the evaluation of
programs. For example, the implication introduction rule decorated with the
corresponding λ-terms (also known as proof objects) will look as follows:

x : A ` b(x) : B
⊃I

λx.b(x) : A ⊃ B
where λx.b(x) is the abstraction binding the variable x in b(x). In accordance
with the propositions-as-types principle, we can read it as either i) if we can
construct proof b(x) of proposition B with the assumption that we have a
proof x of A, then we can construct a new proof λx.b(x) of A ⊃ B that
depends on no assumptions, or ii) a λ-term λx.b(x) of type A ⊃ B codes a
function that takes an object x of type A and transforms it into an object
b(x) of type B (in compliance with the BHK interpretation).

Categorial proof theory. An approach to proof theory based on cate-
gory theory utilizing the equivalence between typed λ-calculus and Cartesian
closed categories found by [14], [15]. The objects of these categories are inter-
preted as propositions/types and morphisms as terms/proofs. As a specific
example, f : A → B can be understood as stating that the morphism term
f codes the deduction from proposition A (premise) to proposition B (con-
clusion). See also [5], [6]. For example, from the categorial perspective the
implication introduction rule will look as follows:

1There were, however, other crucial contributors as well, most importantly N. G. de Bruijn
and Per Martin-Löf.
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h : > ∧A → B
h′ : > → A ⊃ B

where > is a terminal object that behaves like the constant true proposition.
Composition of deductions. The process of splicing together two proofs,

where the first ends with a conclusion that is used as an assumption in the
other. In other words, it is a cut rule, i.e., a procedure for eliminating auxiliary
lemmas from a proof by replacing their occurrences with their proofs. In
categorial proof theory, this process is captured via the notion of morphism
composition as specified by the following rule (the symbol ◦ denotes the
binary operation of composition):

f : A→ B g : B → C
CompMorph

g ◦ f : A→ C
read as “if we can deduce B from A and C from B, then C can be directly de-
duced from A” (see, e.g., [8]). In the propositions-as-types paradigm, this rule
can be captured via the notion of substitution as specified by the following
rule:

Γ ` a : A x : A,∆ ` b : B
subND

Γ,∆ ` b[a/x] : B
read as “if we can deduce A and also B under the assumption A, then we
can substitute the proof of A for the assumption A used in the other proof”
(see, e.g., [20]). As a concrete example of deduction composition, consider
the following derivation:

Γ ` A ∧B A ∧B ` B
Γ ` B

First, we deduced A ∧ B from the assumptions Γ, then we used the same
proposition as a further assumption to derive B. Following the general prin-
ciples of deduction composition, we can see that proposition A ∧ B plays
the role of a “grafting” lemma that can be removed in order to join these
two proofs. If we do so, we get the deduction B directly from the initial
assumptions Γ.

Associativity of deduction composition. This notion captures the idea
that the order in which we carry out deduction compositions should not
matter, i.e., that we should reach the same conclusion (= permutation of
cut). Assuming categorial proof theory in the background, consider, e.g., the
following two derivations:

f : A→ B g : B → C

g ◦ f : A→ C h : C → D

h ◦ (g ◦ f) : A→ D

f : A→ B

g : B → C h : C → D

h ◦ g : B → D

(h ◦ g) ◦ f : A→ D
Whether we first compose f with g and then with h or we start by composing
g with h and then with f does not affect the outcome, and in both cases we
derive the proposition A→ D. Thus we can conclude that associativity holds,
i.e., h ◦ (g ◦ f) = (h ◦ g) ◦ f .
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3. Došen’s Argument

As mentioned in the previous section, in [7] and [8] it is argued that categorial
proof theory is more suited for general proof theory than the propositions-as-
types paradigm because it prioritizes inferences (deductions)2 over categorical
proofs.3 Specifically, Došen writes:

The typed lambda coding of the Curry-Howard correspondence [. . . ]
and the categorial coding in Cartesian closed categories are equivalent
in a very precise sense. [. . . ] The import of the two formalisms is how-
ever not exactly the same. The typed lambda calculus suggests some-
thing different about the subject matter than category theory. It makes
prominent the proofs t : B—and we think immediately of the categorical
ones, without hypotheses—while category theory is about the inferences
f : A ` B. [It is a] code for a derivation that starts with premise A
and ends with conclusion B [and] allow[s] hypotheses to be as visible
as conclusions. [The propositions-as-types paradigm] makes conclusions
prominent, while hypotheses are veiled. Conclusions are clearly there
to be seen as types of terms, while hypotheses are hidden as types of
free variables, which are cumbersome to write always explicitly when
the variables occur as proper subterms of terms. The desirable terms
are closed terms, which code derivations where all the hypotheses have
been cancelled. [7]

One of the side-effects of this preference, Došen argues, is that the associa-
tivity of deduction composition gets lost:

[I]n the Curry-Howard correspondence, one designates deductions by
typed lambda terms, which is congenial with understanding proofs in
the categorical, and not the hypothetical, i.e. categorial, way [. . . ], then
composition of deductions is represented by substitution. With that, the
associativity of composition becomes invisible, unless one introduces, as
it is sometimes done, an explicit substitution operator. [8]

To summarize, Došen raises several concerns about the propositions-as-
types paradigm:

1. it is about proofs, not deductions;
2. terms code deductions;
3. desirable terms are closed terms;
4. hypotheses are veiled and cumbersome;
5. associativity of deduction composition is invisible (without an explicit

substitution operator).

We will argue against these points and show that adoption of the propositions-
as-types paradigm does not commit us to the points above.

3.1. Proofs and Deductions

Došen in [7] states that the Curry-Howard isomorphism emphasizes proofs,
while categorial proof theory is about deductions. Although this statement

2Došen uses them interchangeably; see e.g., [7], p. 149.
3In compliance with the rejection of Schroeder-Heister’s first dogma of standard semantics
(the priority of categorical over the hypothetical, see [29]).
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is not incorrect, it is slightly misleading. Systems built around the Curry-
Howard isomorphism are a great deal about deductions as well; they just
have a different name for them: hypothetical judgments. Take, e.g., construc-
tive/intuitionistic type theory developed by Martin-Löf (CTT; [19]), which
can be regarded as a flagship system of the propositions-as-types paradigm.
Now, let us consider its rule for implication introduction:4

x : A

b(x) : B
⊃-intro

λx.b(x) : A ⊃ B

where the deduction premise:5

x : A

b(x) : B

is nothing other than a hypothetical judgment, i.e., a judgment with a con-
text, that can be also written as x : A ` b(x) : B. Thus, in CTT, deductions
of the form “from A we deduce B” are properly captured as hypothetical
judgments, not as lambda terms. The general relationship between ` and ⊃,
when A and B are considered as propositions, can be schematized as follows:

x : A ` b(x) : B︸ ︷︷ ︸
hypothetical judgment, sequent, deduction

 λx.b(x) : A ⊃ B︸ ︷︷ ︸
categorical judgment, formula, proof︸ ︷︷ ︸

“deduction theorem”

Broadly put, hypothetical judgments carry structural information (similarly
to Gentzen’s sequents), while the corresponding categorical judgments con-
vey logical information. Furthermore, note that this reduction (“deduction
theorem”) is not completely faithful. We both gain and lose something from
it. What we get is the ability to internalize and express the consequence re-
lation in the form of an implication proposition/type (logical information).
What we lose, however, is the dependency feature (structural information).

Remark 3.1. Hypothetical judgments x : A ` b(x) : B could also be under-
stood as consequence statements declaring thatB follows (proof-theoretically)
from A (see [29]) or as function types A⇒ B (see [24]).

Remark 3.2. Hypothetical judgments and conditional judgments (= asser-
tions of implications) should not be conflated. From the CTT perspective, a
conditional judgment corresponds to the assertion that a proposition A ⊃ B
is true (i.e., the categorical judgment a : A ⊃ B), which is something dif-
ferent than the assertion that B is true assuming that A is true (i.e., the
hypothetical judgment x : A ` b(x) : B).

4In CTT, A ⊃ B is defined via the Π type, i.e., the type of dependent functions, specifically

as (Πx : A)B where B does not depend on x.
5See [25], [23].
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3.2. Terms as Codes for Deductions

Došen in [8] claims that within the propositions-as-types paradigm terms
code deductions. However, as shown in the previous section, this is imprecise.
The most natural way to represent deductions in this paradigm is to use
hypothetical judgments of the form x : A ` b(x) : B, not just lambda terms.
Hence, when considering a rule for composing deductions, we should not think
of categorical proofs (as Došen probably did, judging by his remarks), but of
hypothetical judgments.

3.3. Desirability of Closed Terms

Došen in [7] asserts that within the propositions-as-types paradigm the desir-
able terms are closed terms, i.e., categorical proofs captured via categorical
judgments.

It is true that in systems utilizing this correspondence categorical no-
tions are, conceptually and in terms of explanation, prior to hypothetical
ones. For example, in CTT, we start with categorical judgments of the gen-
eral form a : A (read as “a is an object of type A”) and generalize them
into hypothetical judgments of the form x : A ` b(x) : B (read as “b(x) is
an object of type B, assuming x is an object of type A”), i.e., judgments
depending on some assumptions, while the meaning of the latter is explained
with respect to the former:

Categorical judgments are conceptually prior to hypothetical judgments
[. . . ] It holds in general that the meaning explanation of hypothetical
judgments is thus reduced to the meaning explanation of categorical
judgments. [27]

However, that does not mean that hypothetical notions are not key in CTT:

[H]ypothetical judgments are fundamental to the theory. It is, for in-
stance, hypothetical judgments that give rise to the various dependency
structures in constructive type theory, by virtue of which it is a depen-
dent type theory. [27]

Thus, although hypothetical judgments are a secondary notion in terms of
meaning explanations, by no means are they dispensable or less desirable
than categorical judgments. For example, it was dependent types (specifically,
dependent function and sum types) introduced with the help of hypothetical
judgments that enabled the extension of constructive type theory towards
predicate logic.

Remark 3.3. The general attitude towards hypothetical notions is that they
are reducible to categorical ones. This approach,6 popularized by [33] and
especially [1], slowly became the standard in both classical and intuitionis-
tic logic and prevails to this day.7 Of course, not everybody agreed with this

6It is difficult to surmise who was the first to suggest this reduction, however, it appears
as early as the 17th century in the book Artis Logicae Compendium by Henry Aldrich

(1648–1710) and the general idea was around probably even earlier.
7See [29].
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endeavour. For example, Frege (1881)8 in [9] criticized Boole for this and sug-
gested a reverse direction, i.e., reducing categoricals to hypotheticals, or more
precisely, reducing Boole’s primary propositions into secondary propositions,
which included hypotheticals as well.

Remark 3.4. In The Concept of Mind Gilbert Ryle wrote:

Like most dichotomies, the logicians’ dichotomy “either categorical or
hypothetical” needs to be taken with a pinch of salt. [. . . ] Save to those
who are spellbound by dichotomies, there is nothing scandalous in the
notion that a statement may be in some respects like statements of brute
fact and in other respects like inference-licences. . . [28]

Although we do not fully share Ryle’s sentiments regarding the nature of the
distinction between hypotheticals and categoricals, note that in our case, the
“statement of brute [logical] fact” corresponds to λx.b(x) : A ⊃ B, while the
“statement of inference-licence” coincides with x : A ` b(x) : B since it is a
premise of an inference rule.

3.4. Veiled Hypotheses

Došen in [7] argues that within the propositions-as-types paradigm conclu-
sions are prominent, while hypotheses are veiled, i.e., hidden as types of free
variables, which are cumbersome to write explicitly. However, as we already
demonstrated above, this is also inaccurate. When we represent deductions
via hypothetical judgments such as x : A ` b(x) : B, the conclusion b(x) : B
is no more prominent than the hypothesis x : A.9 It is neither veiled nor
cumbersome; it is a constitutive part of a hypothetical judgment. Of course,
sometimes we might choose to omit contexts to gain more readibility, but
that could be hardly counted against the system as such.

3.5. Associativity of Deduction Composition

Došen in [8] states that the associativity of deduction within the propositions-
as-types paradigm becomes invisible unless an explicit substitution operator
is introduced. We will argue that this is not necessarily the case. First, we
reexamine the loss of associativity within the propositions-as-types paradigm
and then we propose a way around it.

Suppose we have the following two derivations (3.1) and (3.2) in stan-
dard natural deduction, which we want to analyze within the propositions-
as-types paradigm while keeping the associativity visible.

A ∧B ` A ∧B A ∧B ` A
A ∧B ` A A ` A ∨B

A ∧B ` A ∨B
(3.1)

A ∧B ` A ∧B
A ∧B ` A A ` A ∨B

A ∧B ` A ∨B
A ∧B ` A ∨B

(3.2)

8Frege’s unpublished manuscript Boole’s Logical Calculus and the Concept-Script.
9It is rather the other way around since the conclusion b(x) : B clearly displays its depen-
dence on the variable x from the hypothesis.
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Assuming CTT once again as the background theory, we can capture these
proofs via the following derivations (3.3) and (3.4) (composing via substitu-
tion rule for ND, see above):

c : A ∧B ` c : A ∧B x : A ∧B ` fst(x) : A

c : A ∧B ` fst(c) : A d : A ` inl(d) : A ∨B
c : A ∧B ` inl(fst(c)) : A ∨B

(3.3)

c : A ∧B ` c : A ∧B
x : A ∧B ` fst(x) : A d : A ` inl(d) : A ∨B

c : A ∧B ` inl(fst(x)) : A ∨B
c : A ∧B ` inl(fst(c)) : A ∨B

(3.4)

Clearly, we have reached the same conclusion despite changing the order of
compositions; however, note that the corresponding concluding proof objects
inl(fst(c)) and inl(fst(c)) do not reflect this since they are identical.

The most straightforward way to record this kind of information is via
the notion of associativity. However, associativity is a property of binary op-
erators and, as of now, we have none. Thus, our first task will be to introduce
a composition operator for deductions (i.e., hypothetical judgments) in CTT.

As already mentioned above, the categorial representation for deduction
f : A→ B corresponds in CTT to the hypothetical judgment x : A ` b(x) : B
and composition of morphisms CompMorph roughly corresponds to the substi-
tution of terms for free variables in CTT.10 With these pieces of information,
we can then put together the following rule for deduction composition in
CTT (assuming A, B, and C are propositions):

x : A ` b(x) : B y : B ` c(y) : C
CompDed

x : A ` c(b(x)) : C

which can be read as: “assuming that B can be derived from A and that C
can be derived from B, then C can be derived from A”.

Now, we have a rule for composition, but we are still missing the cor-
responding composition operator. Let us inspect the way hypothetical judg-
ments are composed in the CompDed rule, especially the concluding proof ob-
ject c(b(x)) (i.e., the result of the substitution c[b/y]). Looking at c(b(x)), we
should be immediately reminded of the standard function composition, which
is defined as a consecutive function application, i.e., (g ◦ f)(x) = g(f(x)).
This similarity is not coincidental, because hypothetical judgments them-
selves can be considered as functions.11 Analogously, it seems reasonable to

10See [30], [18]. For why we say only “roughly”, see e.g., [3].
11More specifically, hypothetical judgments can be used to capture a primitive notion of a

function which is different from the derived notion of a function captured by the Π type.
For more, see [11], [12].
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define (c ◦ b)(x) simply as c(b(x)).12 Checking whether associativity remains
visible is a straightforward task:

x : A ` b(x) : B y : B ` c(y) : C

x : A ` (c ◦ b)(x) : C z : C ` d(z) : D

x : A ` (d ◦ (c ◦ b))(x) : D

x : A ` b(x) : B

y : B ` c(y) : C z : C ` d(z) : D

y : B ` (d ◦ c)(y) : D

x : A ` ((d ◦ c) ◦ b)(x) : D

There is, however, a problem with the CompDed rule and the correspond-
ing definition of composition as we have now presented them. For them to
work as intended, the y in c(y) in the second premise of the CompDed rule has
to be free, yet we cannot generally guarantee that c indeed contains a free
variable. If y does not occur free in c, the concluding proof object c(b(x))
becomes just c and the compositionality breaks down. Thus, we need to offer
a rule for composition of deductions that does not presuppose the occurrence
of a free variable in C.13 In other words, we need to find a more general way
to represent deductions of the general form “from A can be deduced B”.

We can achieve this with the higher-order presentation of CTT (see,
e.g., [22], [21]) by using the notion of functional abstraction, which allows us
to capture and generalize the functional content of hypothetical judgments
(deductions) such as x : A ` b : B. More specifically, assuming A and B are
types, we can form a new type (A)B, i.e., a type of functions from A to B,
which can be populated by the following rule for functional abstraction:14

x : A ` b : B
(x)b : (A)B

where the prefix notation ‘( )’ indicates the abstraction: all free occurrences of
x in b become bound in (x)b. Thus, from the perspective of the higher-order
presentation of CTT, deductions can be treated as objects of higher-order
function types. Changing the rule CompDed accordingly, we get:

f : (A)B g : (B)C
CompDed*

(g ◦ f) : (A)C

where (g ◦ f)(x) : C is defined in a standard manner as g(f(x)) : C in the
context x : A. Note that this definition no longer presupposes free variables
in the proof object g occurring in the second premise in order to be amenable
for deduction composition: g itself is an object of a function type B(C) and
as such it represents a deduction. This is in contrast to CompDed (and much
closer to the rule CompMorph from category theory) where the proof object
c(y) occuring in the second premise is an object of a non-functional type

12Since it should be always clear from the context, we are overloading the symbol ‘◦’ to
mean any kind of composition, i.e., categorial, type-theoretical, or functional.
13I am indebted to Ansten Klev, who pointed this out to me and suggested a remedy

utilizing the higher-order presentation of CTT presented below.
14See [21], p. 143.
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C depending on the assumption y of type B and this whole lower-order
hypothetical judgment is used to represent a deduction.

To demonstrate the higher-order approach, suppose we have two hy-
pothetical judgments x : A ` b : B and y : B ` c : C. Via the above
mentioned abstraction rule, we can construct from them the higher-order
functions (x)b : (A)B and (y)c : (B)C, respectively, that will constitute the
premises for the higher-order deduction composition rule CompDed*. Now, fol-
lowing the rule, we get:

((y)c ◦ (x)b)(x)

which according to the definition of composition can be reduced to:

((y)c)(((x)b)(x))

which in turn reduces via β-reduction/function application ((x)b)(a) ⇒β

b[a/x] to:

((y)c)(b)

and finally to:

c[b/y]

of type C with the assumption that x : A.

Remark 3.5. What kind of object is the ◦ operator? In order to properly an-
swer this, we must again utilize the higher-order presentation of CTT, which
allows us to type even constants such as ◦ that are otherwise unreachable from
the lower-order presentation (the same goes, e.g., for Π, λ, ⊃, ∧). For exam-
ple, with the higher-order presentation, conjunction ∧ can be defined as an
object of type (prop)(prop)prop, i.e., a function that takes two propositions
and returns another. Analogously, deduction composition ◦ can be defined as
an object of type (A : prop)(B : prop)(C : prop)((A)B)((B)C)(A)C, i.e., as
a function that takes five arguments, specifically propositions A, B, C and
functions (A)B and (B)C representing the corresponding deductions (i.e.,
hypothetical judgments) and returns a function (A)C.

Now, once we are equipped with the proper rule and composition oper-
ator, let us analyze our earlier derivations (3.1) and (3.2). We get derivations
(3.5) and (3.6):

f : (A ∧B)A ∧B fst : (A ∧B)A

fst ◦ f : (A ∧B)A inl : (A)A ∨B

inl ◦ (fst ◦ f) : (A ∧B)A ∨B

(3.5)

f : (A ∧B)A ∧B

fst : (A ∧B)A inl : (A)A ∨B

inl ◦ fst : (A ∧B)A ∨B

(inl ◦ fst) ◦ f : (A ∧B)A ∨B

(3.6)

With associativity present, we can see that the different order of compositions
is now finally reflected at the level of proof objects as well: for different
permutations of cut we have different yet equivalent proof objects (inl◦ (fst◦
f)) = ((inl ◦ fst) ◦ f).
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4. Conclusion

In this paper, we have tried to show that, contrary to Došen’s claims, the
propositions-as-types paradigm does not favour categorical proofs over in-
ferences and that the associativity of deduction composition does not have
to become invisible. We have demonstrated this in CTT, where deductions
are understood in terms of hypothetical judgments. Hypothetical judgments
can be composed while keeping track of their associativity (with the help
of higher-order presentation of CTT) and they also meet most of Došen’s
desiderata for proper representations of inferences [7]: their assumptions are
not veiled or hidden as types of free variables, they are not cumbersome to
write always explicitly and they are just as prominent as conclusions. And
although we have chosen here CTT as the representative of a Curry-Howard
isomorphism-based framework, our general points can be applied to other
related systems containing hypothetical judgments as well (e.g., calculus of
constructions by [2], unifying theory of dependent types by [16], [17] or homo-
topy type theory as presented in [31]). Of course, it still might turn out in the
end that categorial proof theory is a more suitable framework for proof anal-
ysis than the propositions-as-types paradigm, but, based on the conclusions
we have reached here, we cannot agree with Došen’s reasons for postulating
the superiority of the former.
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